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Abstract

Aim: The idea of this study is to analyze and improve the death ratio accuracy of covid patients with Novel Multiple Logistic Regression (MLR) and Lasso regression. Both these algorithms fall under supervised learning techniques. Materials and Method: Accuracy is analyzed for covid dataset of size 239 places. Analyzing the death ratio of covid patients is performed by a Novel Multiple Logistic Regression of sample size (N=35) and Lasso regression of sample size (N=35), obtained using the G-power value 80%. These are Supervised learning algorithms. Result: Novel Multiple Logistic Regression accuracy is 96% which is comparatively higher than LASS with accuracy of 66%. The significance is determined as p=0.029 (p<0.05) for obtaining accuracy. Conclusion: Novel Multiple Logistic Regression performs better in determining accuracy than Lasso Regression.
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INTRODUCTION

Covid virus has caused drastic changes in the human economy. It was first created in China in Wuhan city which caused a number of deaths and cases in China. The virus spread rapidly from China to different regions which led to several deaths. Atmostly covid spread through every region and caused havoc in every city where it was spreaded. Examining the ratio of pandemic deaths of people suffering through the disease (Nupur 2021). Novel Multiple Logistic Regression is improved in statistical fields and dependent and independent variables are calculated through this model and it was borrowed by machine learning later. It is used to know the ratio of mortality and death that occurred in the pandemic (Noor et al. 2020). It is also used to estimate the widespread of disease throughout all the regions (Ruess, Winton, and Adams 2021). In data analytics it is used in predictive statistics to predict mortality (Jepma et al. 2021). It is used to predict the underlying cause of death in big data (Hassanzadeh, Ying Sha, and Wang 2017). In machine learning it is used to predict future mortality ratio. Various applications of both Lasso and Multiple Logistic Regression are used in performing variable selection to predict the accuracy of patients’ health in hospitals.

In the Big data field there are many research articles published on this topic in IEEE and Science Direct. From IEEE Xplore digital library 41 journals are found 23,863 articles were from ScienceDirect 18,700 articles
were from GoogleScholar 14,603 articles were from Springer. The most cited article which is published (Shang et al. 2020) has a citation of 62 times. Another article is revised from Science Direct and has a citation of 42 and discusses ML approaches in covid19 for survival analysis (Nemati, Ansary, and Nemati 2020). Another article has a citation of 11 and which is cited in Springer and it discusses how simple-to-use is used to predict deterioration and survival of patients with covid19 (Zeng et al. 2021). One more article (Zhou et al. 2020) has 8 citations and is cited in Springer and discusses exploiting risks of covid19 patients joining in hospitals. One more article (Laguna-Goya et al. 2020) has a citation of 150. Another article has a citation of 64 (Ying et al. 2022). One more article has a citation of 24 and discusses the mortality ratio of patients (Tsuzuki et al. 2022)Our team has extensive knowledge and research experience that has translate into high quality publications(Bhansali et al. 2021; Jayanth et al. 2021; Sudhakar, Ravel, and Perumal 2021; Sathiymoorthi et al. 2021; Deepanraj et al. 2021; Raju et al. 2021; Arun Prakash et al. 2020; Kamath et al. 2020; Shamanugam et al. 2021; Rajasekaran et al. 2020; Adhinarayanan et al. 2020; Rajesh et al. 2020; Arutherson et al. 2021).

The drawback in the existing system is that it consists of less accuracy and it is only considered in a few regions but there is more than one region. In the proposed work accuracy is more than the existing work and the proposed system has more places than compared to the existing system. Also studied online courses about data analytics and read the base paper thoroughly with my guide and came to an end to improve accuracy than the proposed model. Hence the proposed method aims at comparing algorithms to know which algorithm was giving more accuracy than the Lasso Regression. The aim of this work is to show more accuracy than lasso regression while comparing the death ratio.

**MATERIALS AND METHODS**

The research work was carried out in a data analytics lab, Saveetha School of Engineering, Saveetha Institute of Medical and Technical Sciences where the laboratory facilitates higher configurations to perform better experimental results.Two groups are used for this study with an sample size of (N=35) (Smithson and Shou 2019; Liang et al. 2020). The computation is done with G-power with 80% with alpha value 0.05 and beta value is 0.95 with a confidence interval at 95%.

In sample preparation group 1 Multiple logistic regression which is a supervised learning technique and this algorithm is used to train the statistical model at the back end. It gives us good accuracy for large and small data sets. It has a resistance to overfitting. This model will help us to get accuracy. Death ratio of individuals is provided with this model. In the field of statistics Multiple Logistic Regression is a specification method that gives Multiple logistic Regression to multi-class problems. It is used to predict probability on independent variables. The independent variable may be binary or continuous. Multiple Logistic Regression's goal is to find equations that give output. Table 1 represents pseudocode Multiple Logistic Regression and it is also a machine learning technique.

In sample preparation group 2, Lasso regression is used for training this model with statistical analysis at the back end and it comes under supervised learning technique. Lasso regression is a regularization technique. It is used over regression methods for accurate precision. This model uses shrinkage. Lasso regression uses L1 regularization technique. It is used to perform various feature selections. It is also used to find accuracy. Linear Regression comes under Lasso Regression which uses shrinkage and it is a machine learning technique. LASSO stands for Least Absolute shrinkage and Selection Operator. The Lasso regression has a simple and sparse model. It is used to get predictor subsets which are used to reduce prediction error for quantitative response.

For this proposed model the Jupyter notebook is used as an implementation tool. I have implemented codes in that itself. Hardware configurations of the system which I worked on consists of 8GB RAM and ROM of 1TB HDD+256 SSD with a processor of 11th gen intel(R) core i5-1135G7 @2.40 GHZ. There are two groups: group 1 consists of Multiple Logistic Regression and group 2 consists of Lasso Regression.
For the proposed system dataset was taken from kaggle. The dataset contains several places. It consists of different regions and has a data of total number of cases registered and total number of deaths occurred and total number of vaccines available due to covid.

**STATISTICAL ANALYSIS**

IBM SPSS of version 26.0 is used as Statistical software to find standard deviation, mean, standard error mean, mean difference, sig and F value. Unnamed and State/UTs are the Dependent variables and Active Ratio, Death Ratio and Discharge Ratio are the independent variables. Independent T-Test analysis is carried out in this research work. It is also used in checking the widespread of disease in different regions of people suffering with the disease (Sookaromdee and Wiwanitkit 2020).

**RESULTS**

Table 1 represents the pseudocode of Multiple Logistic Regression. At first declare libraries which are necessary for the program. Then perform some basic operations. Then the data is splitted into two types: training set and testing set. Then assign some values to the model and by performing different mathematical operations and functions required accuracy is met.

Table 2 represents the pseudocode of Lasso regression. At first libraries are declared for the model. Libraries play a key role for every model. The data is splitted into training and testing sets. And perform some basic operations and assign some values to the model and find the accuracy for the total number of deaths caused due to covid.

Table 3 represents mean, Standard Deviation and Standard error mean of Multiple logistic regression and Lasso regression. Accuracy of Multiple logistic regression is greater when compared with Lasso regression.

Table 4 represents the raw data which is used to calculate accuracy for both Multiple Logistic Regression and Lasso Regression.

Table 5 represents Standard error difference and significance of data. The accuracy of significance value for both Multiple logistic regression and Lasso regression is 0.029.

Figure 1 represents the comparison of accuracy with a significance level of Multiple logistic regression and Lasso regression. The accuracy of Multiple logistic regression is 96.10 whereas Lasso regression accuracy is 66.37. Therefore can conclude that Multiple Logistic regression has better accuracy and standard deviation when compared to Lasso regression.

**DISCUSSION**

Based on the results obtained in independent sample T-test analysis the significance value is determined as 0.029 (p<0.05) between the two groups for the selected dataset. LASSO Regression algorithm which has a mean accuracy of 66.37%. Multiple Logistic Regression which means accuracy is 96.10%. When compared with the algorithms Multiple logistic regression has a better accuracy than Lasso regression.

The proposed work has mentioned the analysis of health records of covid patients who all are suffering with the pandemic disease (Riley et al. 2019). Proposed work has discussed the comparison of clinical traits portrayed by the different patients who suffered with that disease (Shang et al. 2020). This Proposed work has discussed the
validation of patients suffering with covid and predicting 30 days mortality and CCI (Elmoheen et al. 2021). The Proposed work discusses the score of risk to predict the mortality of patients who are suffering with covid-19 (Her et al. 2021). LASSO demonstrated high sensitivities (> 90%) and almost perfect NPV (99.7%) in predicting mortality, which is clinically important because identifying and detecting at-risk patients is more significant than reducing false positive prediction. When it comes to death ratio analysis, the accuracy of Multiple Logistic Regression is better when compared with other supervised learning algorithms. Multiple Logistic Regression accuracy depends on the inputs taken from training and testing data sets. In our study, accuracy appears to be better than Lasso Regression. However, the average error appears to be more in our proposed work which should be reduced.

The deficiency of medical instruments and deficiency of food and treatment and lack of cleanliness are the factors that affect the death ratio. The limitations that are faced while dealing with the death ratio is that the data may not be appropriate to perform the task for finding the death ratio. Due to lots of data sometimes miscalculation can be done so that may face difficulties to find the death ratio. And these are the limitations which are found when dealing with the death ratio. The death ratio in the future is used to know the number of people who lived and the number of people who passed away in that year so that they can calculate the difference in the population ratio of each year. In this way the death ratio is used in the future.

**CONCLUSION**

Novel Multiple Logistic Regression and Linear Regression are both machine learning techniques which use averaging to improve the accuracy. The work shows the death ratio accuracy of people suffering in the pandemic through covid disease using Multiple Logistic Regression, Linear Regression, Lasso Regression, Logistic Regression and Bayesian Linear Regression. It is found that Multiple Logistic Regression gained more accurate results than Linear Regression, Logistic Regression, Lasso Regression, Bayesian Linear Regression. Hence, it is concluded that Multiple Logistic Regression provides more accuracy when compared with other algorithms.
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TABLES AND FIGURES

Table 1. Pseudo code for Multiple Logistic Regression algorithm. Multiple Logistic Regression is a classification method that generalizes logistic regression to multi-class problems. Multiple Logistic Regression is used to predict the probability of category membership on a dependent variable based on independent values.

<table>
<thead>
<tr>
<th>Input: Covid Dataset</th>
<th>Output: Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: Import and read the dataset.</td>
<td></td>
</tr>
<tr>
<td>Step 2: Select some features from the dataset.</td>
<td></td>
</tr>
<tr>
<td>Step 3: Generate the parameter.</td>
<td></td>
</tr>
<tr>
<td>Step 4: Analyze the dataset by changing the dependent and independent variables.</td>
<td></td>
</tr>
<tr>
<td>Step 5: Predict the output in numerical variables.</td>
<td></td>
</tr>
<tr>
<td>Step 6: Predict the output by using functions.</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Pseudo code for LASSO Regression algorithm. Lasso regression uses L1 regularization technique. It is used to perform various feature selections. It is also used to find accuracy. Lasso regression is a type of linear regression that uses shrinkage. LASSO stands for Least Absolute shrinkage and Selection Operator. The Lasso regression has a simple and sparse model.

Input: Covid Dataset
Output: Accuracy
Table 3. Independent sample test calculation is done among Multiple logistic regression and Lasso regression. Accuracy of mean for Multiple logistic regression is 96.10 whereas Lasso regression mean accuracy is 66.37 whereas standard deviation for both Multiple logistic regression and Lasso regression are 1.834 and 2.032.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Accuracy</th>
<th>MLR</th>
<th>96.10</th>
<th>1.834</th>
<th>.310</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAS</td>
<td>35</td>
<td>66.37</td>
<td>2.032</td>
<td>.343</td>
</tr>
</tbody>
</table>

Table 4. Multiple Logistic Regression and Lasso Regression raw data is taken from SPSS tools.

<table>
<thead>
<tr>
<th>Group_Id</th>
<th>MLR</th>
<th>LAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>92</td>
<td>63</td>
</tr>
<tr>
<td>2</td>
<td>98</td>
<td>68</td>
</tr>
<tr>
<td>3</td>
<td>94</td>
<td>66</td>
</tr>
<tr>
<td>4</td>
<td>95</td>
<td>65</td>
</tr>
<tr>
<td>5</td>
<td>93</td>
<td>63</td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>64</td>
</tr>
<tr>
<td>7</td>
<td>98</td>
<td>67</td>
</tr>
<tr>
<td>8</td>
<td>94</td>
<td>66</td>
</tr>
<tr>
<td>9</td>
<td>97</td>
<td>65</td>
</tr>
<tr>
<td>10</td>
<td>96</td>
<td>68</td>
</tr>
<tr>
<td>11</td>
<td>97</td>
<td>66</td>
</tr>
<tr>
<td>12</td>
<td>95</td>
<td>69</td>
</tr>
<tr>
<td>13</td>
<td>98</td>
<td>63</td>
</tr>
<tr>
<td>14</td>
<td>96</td>
<td>64</td>
</tr>
<tr>
<td>15</td>
<td>97</td>
<td>63</td>
</tr>
<tr>
<td>16</td>
<td>96</td>
<td>65</td>
</tr>
<tr>
<td>17</td>
<td>97</td>
<td>63</td>
</tr>
<tr>
<td>18</td>
<td>98</td>
<td>67</td>
</tr>
<tr>
<td>19</td>
<td>95</td>
<td>65</td>
</tr>
</tbody>
</table>
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<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>97</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>95</td>
<td>69</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>95</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>96</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>95</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>97</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>94</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>95</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>94</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>98</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>98</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>96</td>
<td>69</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>95</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>94</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>95</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>96</td>
<td>69</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. The independent sample T-test performed between both Multiple logistic regression and Lasso regression has a confidence interval of 95%. Value of significance is determined as 0.029 (p<0.05) for obtaining accuracy.
Fig. 1. Comparison of Algorithm and Accuracy for Simple Bar Graph is calculated. Mean accuracy of MLR is better than LAS and standard deviation of MLR is slightly better than LAS. X axis: MLR vs LAS Y axis: Mean accuracy of detection ± 1 SD.