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Abstract

Aim: The purpose of this research work is to heighten the efficiency percent of geographical location identification to relieve the effect of covid using device studying classifiers by evaluating novel Logistic Regression algorithm and Random Forest algorithm.

Materials and Methods: Logistic Regression algorithm with sample size = 10, G-power (value=0.8) and Random Forest algorithm with sample size = 10 were predicted many times to evaluate the efficiency percentage. Logistic Regression is evaluated by using its weights and configurations.

Results and Discussion: Logistic Regression algorithm has better accuracy (92%) when compared to Random Forest Algorithm accuracy (21%). The results achieved with significance value p=0.680 (p>0.05) shows that two groups are statistically insignificant. Conclusion: Logistic Regression algorithm performed significantly better than the Random Forest algorithm.
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INTRODUCTION

The purpose of this research is to predict the pandemic Spread of Covid the use of Geographical Location Identification using the novel Autoregressive Algorithm and to evaluate proposed algorithms with Support Vector Clustering Algorithm. In this case the experiment aims to improve the rate of efficiency in detecting social distancing violations between locations (Guo, Li, and Temkin-Greener 2022). With the recent wave and rapid transmission of the COVID-19 pandemic (Wong et al. 2022), spread of covid is simply increasing. The proposed approach changed into previously used to end up aware about the hotspots of covid infected areas. Geographical location identification model proposed in this research to identify the covid hotspots by using Novel Random Forest Algorithm (Tuan 1986). A related research concludes that the Autoregressive Algorithm has better efficiency and quicker detection time. The applications of this research approach enables in identifying the covid hotspots with geographical location (Palser, Lazerwitz, and Fotopoulou 2022).

A second strand of research, which has acquired much interest during the COVID-19 pandemic, makes use of geolocation information to trace covid hotspots. Around 126 articles had been published in IEEE xplor and 182 articles had been posted in google scholar on identifying hotspots on detecting physical distancing. These records have been used to find out the determinants and outcomes of social distancing behavior (Alkhatib 2020). A methodology for spread of covid using geographical location identification using hotspots with social distancing during the covid-19 crisis (Matthew Seah 2022). The geographic shape of social networks is usually tough to measure on a national or international scale. In this paper, we triumph over this challenge by using aggregated data from twitter to calculate social connections among places. A close
research discusses the challenges within hotspot identifying the covid hotspot areas (Erber et al. 2022). We then show that these connectedness measures can help predict the geographic growth of communicable diseases such as COVID-19 (Burrough, Lloyd, and Mcdonnell 2015). In every other method the writer proposed a technique that overcomes detection disasters and efficiently detects the covid hotspots while surprising alternate passes off in geographical location (Lewis 2020). Our team has extensive knowledge and research experience that has translate into high quality publications (Bhansali et al. 2021; Jayanth et al. 2021; Sudhakar, Ravel, and Perumal 2021; Sathiyamoorthi et al. 2021; Deepanraj et al. 2021; Raju et al. 2021; Arun Prakash et al. 2020; Kamath et al. 2020; Shammmugam et al. 2021; Rajasekaran et al. 2020; Adhinarayanan et al. 2020; Rajesh et al. 2020; Aurtherson et al. 2021)

The drawback of the present Geographical Location Identification is less performance in detecting objects in hotspots specifically while they're in movement and detecting much less frames in step with second. The main aim of our proposed system is to improve efficiency in detecting social geographical location identifications for identifying covid 19 using the novel Autoregressive algorithm.

MATERIALS AND METHODS

This research work was performed at Cyber Forensic Laboratory, Saveetha School of Engineering, SIMATS (Saveetha Institute of Medical and Technical Sciences). The proposed work contains two groups. Group 1 is taken as Autoregressive and Group 2 as Support Vector Clustering (Davis et al. 1982). The Autoregressive algorithm and Support Vector Clustering algorithm were evaluated a different number of times with a sample size of 10 (Gupta et al. 2019) with confidence interval of 95%, and with pretest power of 80% and maximum accepted error is fixed as 0.05.

After dataset collection, the null values and unimportant content in the datasets were removed by preprocessing and data cleaning steps. After cleaning and preprocessing the data, an ideal input for the detection model is produced, which are processed into the detection model using opencv library and efficiency of both novel Autoregressive algorithm and Support Vector Clustering algorithm is calculated. The learning process of Autoregressive and Support Vector Clustering algorithms are given.

Autoregressive Algorithm

An Autoregressive is a machine learning technique used to solve regression and classification problems. It is used to predict when there will be a correlation between the values in a time series and the values that precede and follow them (Davis et al. 1982). Autoregressive Algorithm The process is essentially a linear regression of data in the current series against one or more values passed in the same series. Table 5 shows the Pseudocode for Random Forest from dataset processing to output generation.

Support Vector Clustering Algorithm

Support vector clustering Algorithm data points are mapped from the data space to a high-dimensional feature space using a Gaussian kernel (Hacoupian 2013). These contours are disturbed as cluster boundaries. The points enclosed by each dividing contour are assigned to the same group. The result is the effect of each variable on the exposure odds ratio of the observed event of interest. Table 6 predicts the Support Vector Clustering Algorithm.

The detection model gives the following procedure. Table 1 gives the source of the covid affected hotspots. The hotspots are processed using the open cv library and each frame is detected at once. It is represented in a graph that can show the tweets count at the location selected from the frame and then transformed into the top-down view. The location for every hotspot can be estimated based on the top-down view. The distance between each hotspot can be measured and scaled. According to the preset minimum distance, any distance less than the acceptable distance between any two locations as a warning. Python programming language was used to implement this work.

Hardware configuration references the details and system resource settings allotted for specific devices, the following are minimum hardware requirements to implement this model processor: intel i5, RAM 8GB, 500 GB HDD storage.

Software specifications are concerned with the resources that must be installed in the target system in order to get an application to work. The minimal software specifications for this model to work are windows operating system version 7/8/10 python programming language version 3 or above, Google collab.

Statistical Analysis

IBM SPSS is used for statistical analysis. The independent variable is user id and the dependent variable is hotspot location and country (George and Mallery 2019; Aldrich 2018). The independent T-Test analysis is performed.

RESULTS

Table 1 shows the dataset for several users and their locations. Table 2 represents the simulated efficiency analysis of novel Autoregressive Support Vector Clustering algorithms. Table 3 represents group statistical analysis with the mean value of
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91.80 and 21.40, standard deviation of 4.085 and 6.085 for novel Autoregressive and Support Vector Clustering algorithms respectively. Table 4 represents the independent T-test analysis of both the groups with significance value p = 0.680 (p>0.05) states that both groups are statistically insignificant. Figure 1 shows Architecture for Geographic location identification using novel Auto regression from dataset processing to output of each location. Figure2 shows the bar graph analysis based on efficiencies of two algorithms. The mean efficiencies of novel Autoregressive and Support Vector Clustering are 92% and 21% respectively. From the results obtained it is inferred that the novel Autoregressive algorithm is more efficient than the Support Vector Cluster algorithm.

DISCUSSION
In this research work, Autoregressive Algorithm and Support Vector Clustering Algorithm were evaluated for predicting the efficiency of geographical location identification in covid hotspots using twitter. After validating the two models using the same datasets it was observed that the Autoregressive algorithm has better performance than the Support Vector Clustering algorithm. The novel Autoregressive detection model for finding covid hotspots and geographical location identification between hotspots was developed, which makes use of opencv library to process the identifying the location. The proposed model detects the hotspots and their distances using Autoregressive, and displays a user's tweets by location detected. The datasets from different ranges of location helped in improving the efficiency percentage. The research resulted in less development of efficiency in detecting geographical location identification between covid hotspots (Bouffanais and Lim 2020). A similar work in identification of covid hotspots (Charandabi and Gholami 2021) and areas distance calculation using Support Vector Clustering algorithm (Bisen and Dubey 2018). The results achieved after all iterations on each dataset showed a constant 92% efficiency. The model proposed resulted in achieving more than 71% increase of efficiency compared to the existing model. The similar research carried out is about covid hotspots identification which is best for future researchers who are interested in covid hotspots detection (Nasir 2003). There are no such opposite findings with regardance of existing item detection for geolocation identification of covid hotspots. The proposed system of this paper is to get the information about the Geographical Location Identification on predicting the hotspots of covid 19 pandemic (Charandabi and Gholami 2021). Although our proposed system is faster than Support Vector Clustering Algorithm in detecting covid hotspot areas, it is generally extracting only limited features from the hotspots and it is limited to testing only hotspots data. Further this research work can be improved by deploying a model that identifies the covid hotspots so that wait will be less and it can be embedded in geographic locations to identify spread of covid as in this research.

CONCLUSION
In this research work, prediction of efficiency percentage for Geographic Location Identification using Auto regressive Algorithm appears to have enhanced efficiency (92%) when compared to Support Vector Clustering algorithm (21%). Location identification has been successfully employed for Geographical location identification for tweet counts by users. The results reveal the maximum number of true positives compared to true negatives from all the observations.
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TABLES AND FIGURES

Table 1. Dataset name- Name, Extension and Source.
Table 2. Efficiency of Autoregressive and Support Vector Clustering. The Autoregressive algorithm is 71% more efficient than the Support Vector Clustering algorithm.

<table>
<thead>
<tr>
<th>ITERATION NO.</th>
<th>Autoregressive (%)</th>
<th>Support Vector Clustering (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99</td>
<td>28</td>
</tr>
<tr>
<td>2</td>
<td>96</td>
<td>26</td>
</tr>
<tr>
<td>3</td>
<td>94</td>
<td>24</td>
</tr>
<tr>
<td>4</td>
<td>93</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>92</td>
<td>22</td>
</tr>
<tr>
<td>6</td>
<td>91</td>
<td>21</td>
</tr>
<tr>
<td>7</td>
<td>89</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>88</td>
<td>19</td>
</tr>
<tr>
<td>9</td>
<td>87</td>
<td>18</td>
</tr>
<tr>
<td>10</td>
<td>86</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 3. Group Statistics of Autoregressive and Support Vector Clustering algorithm with the mean value of 91.80% and 21.40%.

<table>
<thead>
<tr>
<th>GROUPS</th>
<th>N</th>
<th>Mean(%)</th>
<th>Std.Deviation</th>
<th>Std.Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>10</td>
<td>91.80</td>
<td>4.290</td>
<td>1.356</td>
</tr>
</tbody>
</table>
Table 4. Independent sample T-test is performed for the two groups for significance and standard error determination. The significance value $p=0.680$ ($p>0.05$) shows that two groups are statistically insignificant.

<table>
<thead>
<tr>
<th>Equal Variance</th>
<th>Levene’s Test for Equality of Variance</th>
<th>T-test for Equality of Means</th>
<th>95% Confidence Interval of the Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>Sig</td>
<td>t</td>
</tr>
<tr>
<td>Assumed</td>
<td>0.176</td>
<td>.680</td>
<td>37.315</td>
</tr>
<tr>
<td>Not Assumed</td>
<td>37.315</td>
<td>17.946</td>
<td>.001</td>
</tr>
</tbody>
</table>

Table 5. Pseudocode for novel Auto Regressive algorithm.

1. Start the program
2. Load the data (train set, test set).
3. Remove unwanted variables from the dataset
4. Visualization of data set
5. Import Autoregressive Model from sklearn.linear_model
6. Fit train set and test set to Autoregressive model.
7. Do K-fold cross validation on our train set
8. Predict the geographical location identification of train set
9. Measure the accuracy of the model on test set
10. Compile model
11. End the program

Table 6. Pseudocode for Support Vector Clustering algorithm.

1. Start the program
2. Load the data (train set, test set).
3. Remove unwanted variables from the dataset
4. Visualization of data set
5. Import Support Vector Clustering model from sklearn.linear_model
6. Fit train set and test set to Support Vector Clustering model.
7. Do K-fold cross validation on our train set
8. Predict the geographical location identification of train set
9. Measure the accuracy of the model on test set
10. Compile model
11. End the program

Fig. 1. Architecture for Geographic location identification using novel Auto regressive from dataset collection to output of Accuracy location.
Fig. 2. Bar graph analysis of Novel Autoregressive algorithm and Support Vector Clustering algorithm. Graphical representation shows the mean efficiency of 92% and 21% for the proposed algorithm Autoregressive and Support Vector Clustering respectively. X-axis: Autoregressive vs Support Vector Clustering, Y-axis: Mean precision ± 1 SD.