Abstract

Aim: Mushrooms have a spot with development type and they contain principal supplements, for instance, proteins, nutrients, cell reinforcements, antioxidants and amino acids. There are a huge load of benefits of mushrooms. A wide range of mushrooms are not eatable. So before eating up mushrooms, it should be checked for consumable mushrooms. Careful affirmation and fitting distinctive confirmation of species are the super protected way to deal with ensuring not eatable mushrooms, and safeguard against expected accidents of consuming poisonous one.

Materials and Methods: The survey used 51 models with two get togethers of computations with the G-power worth of 80% and the Mushroom were accumulated from various web sources with late audit disclosures and edge 0.05%, sureness length 90% mean and standard deviation. To expect the Mushroom precision rate for at present the Logistic Regression computation has found 90.57% of accuracy, therefore this study needs to find better accuracy for accuracy decrease prediction with the novel Random Forest Training Machine Learning estimation.

Result: This investigation found 94.64% of accuracy for poisonous distinguishing proof using the Random Forest Training estimation with a statistically significant difference between the two groups (p=0.047; p<0.05) with 95% sureness stretch.

Conclusion: This investigation found 92.82% of accuracy for poisonous recognizable proof using the Random Forest Training estimation with a critical worth of two followed tests is 0.001 (p<0.05) with 95% conviction stretch.
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strategy, it requires your data to fuse objectives for training locally. Order is one of the commitments achieved through the data mining measure. It is named one of the expectation procedures for spider secret data. A form created through data schooling must have the capacity to separate the class of a fresh out of the box new data mushroom in those families (National Academies of Sciences, Engineering, and Medicine et al. 2018). Mushroom, Agaricaceae, has a place with members of a circle of family members of growths with gills (National Academies of Sciences, Engineering, and Medicine et al. 2018; Ponder, Lindberg, and Ponder 2019). It is continually ordered into two groups; appropriate for eatable and poisonous. The time-frame mushroom is continually used to counsel appropriate for eatable species, even as the time-frame toadstool is utilized for harm plausible. In any case, the toadstool is continually changed through a method for poisonous mushrooms (Gogoi, Rathaiah, and Borah 2019).

This research related work was presented and published in more than 41 indexed journals. Our team has extensive knowledge and research experience that has translate into high quality publications (Bhansali et al. 2021; Jayanth et al. 2021; Sudhakar, Ravel, and Perumal 2021; Sathiyaamoorthy et al. 2021; Deepanraj et al. 2021; Raju et al. 2021; Arun Prakash et al. 2020; Kamath et al. 2020; Shanmugam et al. 2021; Rajasekaran et al. 2020; Adhinarayanan et al. 2020; Rajesh et al. 2020; Autherson et al. 2021)

The research gap identified is that several works have demonstrated that the performance Logistic Regression provides less accuracy in prediction of mushroom. Hence the aim of this study is to increase the accuracy of predicting the likelihood of poisonous or eatable mushrooms and improve the prediction model using the Novel Random Forest Training.

**MATERIALS AND METHODS**

This investigation study was finished at the Machine Learning Laboratory, Department of Computer Science and Engineering, Saveetha School of Engineering, Saveetha Institute of Medical and Technical Science, Chennai. This research study uses two groups of classification algorithms used for the study. Social events Group 1 and Group 2 are the Random Forest Training estimation and the Logistic Regression computation respectively (Muff, Signer, and Fieberg 2020). Every model size was expected using the G-power gadget with version 3.1.10 and achieving 51 model sizes with 80% of G-power regards and the cut off two followed basic worth is set to 0.05 and the assurance stretch as 95%. The mushroom dataset which is to be credited for the proposed work is assembled from kaggle.com (Muff, Signer, and Fieberg 2020; Satapathy et al. 2016), one of the more notable online organizations for data specialists and Data Mining specialists. It licenses customers to look and find changed datasets that they require.

The Mushroom harmful or not dataset is to be imputed for the proposed work is collected from kaggle.com, one of the more popular online communities for data scientists and machine learning practitioners. It allows users to search and find different datasets that they require. The dataset used here consists of 14 attributes and contains 12 features that can be used to predict mortality by harmful or not mushrooms. The mushrooms dataset has 305 rows which consists of data for the symptoms that are related to poisonous which also includes duplicate, null and missing values.

Novel Random Forest Training (RF) falls under the category of supervised algorithms. Random Forest Trainings can be used for both classification and Logistic regression. In the classification RF the decision variable is categorical. For implementing a RF, the cost function used to evaluate the binary splits called the Gini Index should be calculated. The split creation is done with help of calculating the gini score, splitting the dataset and evaluating the all splits and this is done by creating a root node. It can start building the tree by first deciding when to stop 3 of 12 the growth of the tree by creating the terminal node by setting the maximum tree depth and second, by using recursive splitting. The terminal node is used for the final prediction and recursive splitting is a method used to build the tree.

The help vector machine has been picked on the grounds that it addresses a structure both fascinating from an Data Mining point of view and from an inserted frameworks viewpoint. A Random Forest Training (RF) is a straight or non-direct classifier, which is a numerical capacity that can recognize two various types of items.

**Pseudocode of the Random Forest Training algorithm:**
Inputs: Determine the various training and test data.
Outputs: Determine the calculated accuracy.
Select the optimal value of eatable and poisonous for RF.
while(stopping condition is not met )do
    Implement RF train steps for each data point.
    Implement RF class for testing data points.
end while
Return accuracy

Logistic Regression has been chosen because it represents a framework both interesting from an Machine Learning perspective and from an embedded systems perspective. A Logistic Regression is a linear or nonlinear classifier, which is a mathematical function that can distinguish two different kinds of objects.

**Pseudocode of the Logistic Regression algorithm**

Step1: Initialize all parameters (Bo, B1, etc.)
Step 2: Calculate (predict) dependent variable (h(x))
Step 3: Calculate poisonous function (poisonous(ha(z), y))
Step 4: Calculate gradient for poisonous function
Step 5: Update all parameters
Step 6: Repeat steps 2 to 5.

**STATISTICAL ANALYSIS**

Finally, the results assembled from the get-together one and get-together two estimations will be applied using Statistical Package for Social Sciences (SPSS) with variation 26. The independent model t-test was performed to break down the shows of the Logistic Regression and novel Random Forest Training computations. The independent variable is the forest attribute in the dataset and other twenty attributes such as odor, population, bruises etc are dependent variables for our study for mushroom prediction.

**RESULTS**

The Random Forest algorithm and Logistic Regression algorithm are compared with 51 samples by applying various 70% of training and 30% of testing datasets by varying the number of records of the dataset and the outcomes are depicted in Table 1 and the dataset consists of 100 rows where the accuracy of both the RF and LR algorithm are obtained for 10 iterations. It is observed that the Novel Random Forest algorithm is significantly better than the Logistic Regression algorithm.

From Table 1, the statistical analysis of RF Algorithm and LR. Mean accuracy value, Standard deviation and accuracy for RF and LR algorithms are obtained for 10 iterations. It is observed that the RF algorithm performed better than the LR algorithm.

From Table 2, the Independent sample t-test for significance and standard error are determined. There exists a statistically significant difference between the two groups (p=0.047; p<0.05) with 95% confidence intervals were calculated. By statistical analysis RF gives 1.46 standard deviation with 0.46 standard error and LR gives 2.91 standard deviations with 0.92 standard error with a significant value less than 0.5 that shows the proposed work gives better results.

In Table 3, observed after performing statistical analysis of 10 samples, RF obtained 3.24 standard deviations with 1.03 standard error while the LR algorithm obtained 3.24 standard deviations with 1.03 standard
error. There exists a statistically significant difference between the two groups (p=0.047; p<0.05) showed our hypothesis holds a good value. For changes in the input values (independent variable) the corresponding output values are changed (dependent variables).

The independent sample t-test was used to compare the accuracy of two algorithms and a statistically significant difference was noticed with p < 0.05. The RF model obtained 89.6% accuracy. When compared with the other algorithm’s performance, the proposed RF classifier achieved better performance than LR.

The Red dots shown poisonous mushrooms and Green dots shown its eatable mushrooms. The symptom shown here is the rest of the models accuracy comparison as shown in Fig. 1.

The Red dots showed poisonous mushrooms and Green dots showed its eatable mushrooms as shown in Fig. 2.

The data taken for this research study will undergo preprocessing, a step to remove the unwanted, missing values and null values, it has been preprocessed. The results of mushroom analysis classification has accuracy for RF algorithm having 89.6% and LR having 86.9% across the samples as shown in Fig. 3, and it shows that RF is significantly better than the LR algorithm.

Finally, compare the mean accuracy of the Novel Random Forest and the Logistic Regression algorithm as shown in Fig. 4, and it shows that the Novel Random Forest is significantly better than the Logistic Regression algorithm.

DISCUSSION

In this article, we proposed a modified mushroom destructiveness unmistakable evidence method. The Random Forest Training strategy proposed by Zhou has an affirmation precision of more than 98%. Taking into account the incredible precision essentials, we separated three model plan models. Vital backslide yielded collecting results by looking at the reasonable components essential to perceive noxiousness. The exactness of the Random Forest Training technique is better than that of determined backslide. Appeared differently in relation to Random Forest Training and determined backslide, Novel Random Forest Training achieved better results similar to ID precision. Therefore, Random Forest Training is a nice technique for normally recognizing whether a mushroom is not edible (Ren et al. 2020).

Distinctive ordinary mushroom harmfulness insistence systems are at this point being used (Suetsugu, Okamoto, and Kato 2019). These techniques utilize various responsibilities regarding picking harmfulness, yet they have distinctive cutoff focuses, like low accuracy, unsatisfactory affirmation of dim poisonous substances, the essential for a super exploratory climate, and adequate expert information and complex test testing procedures. To stay away from the limitations of these frameworks and apply them to minimal model information appraisal, we utilized Data Mining. Maybe than critical neural affiliations, which require mind blowing exertion in hyperparameter tuning, Random Forest Training is considerably less hard to prepare and can be applied to various kinds of information in various districts. The Novel Random Forest Training assessment participates in the going with benefits: (1) it has a major arrangement; (2) it will overall be applied to datasets of various sizes; (3) the testing systems and managing are immediate; and (4) for our fundamentals, mushroom destructiveness is seen rapidly (Rockefeller 2015). Part based learning and iterative classifiers in the Random Forest Training method have the best show among the three frameworks for Machine Learning utilized in this article. This altered ID methodology is reasonable for non professional obvious affirmation and for dull mushroom assortments (Burtsev, Shagdurov, and Demkin 2019).

Among the three Machine Learning methodologies, Random Forest Training yielded the best precision. Regardless, the vigor of the classifier should be improved. A diversion for this good might come from the difficulty of parts, the part checked stem surface above the ring, or it might come from the genuine assessment. In like way, further making dependability is a first concern when attempting to manage the accuracy of the classifier. Since Novel Random Forest Training can be utilized for various types of datasets and certification dependent upon picture highlights is more helpful than with different classifiers, this procedure for seeing whether a mushroom is harmful can be reached with picture insistence. In any case, there is now no dataset of mushroom pictures (Sin 2020).
CONCLUSION

The main aim of the study is to measure the accuracy in the classification of poisonous or eatable mushrooms. This research study applied the RF algorithm for detection of mushrooms harmful or not achieved and has been compared with the LR algorithm. The results obtained show that the Random Forest Training algorithm has found 92.86% of accuracy on mushrooms data than the 90.37% of the LR algorithm.
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### TABLES AND FIGURES

**Table 1.** Comparison between Random Forest and Logistic Regression algorithm with N=10 samples of the dataset with the highest performance of 92.84% and 90.57% in the sample (when N=1) using the dataset size = 100 and the 70% of training and 30% of testing data.

<table>
<thead>
<tr>
<th>Sample (N)</th>
<th>Dataset size / Rows in %</th>
<th>Random Forest algorithm Accuracy in %</th>
<th>Logistic Regression algorithm Accuracy in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8125</td>
<td>92.84</td>
<td>90.57</td>
</tr>
<tr>
<td>2</td>
<td>7613</td>
<td>92.23</td>
<td>90.12</td>
</tr>
<tr>
<td>3</td>
<td>7041</td>
<td>91.87</td>
<td>89.76</td>
</tr>
<tr>
<td>4</td>
<td>6582</td>
<td>91.32</td>
<td>89.45</td>
</tr>
<tr>
<td>5</td>
<td>5893</td>
<td>91.01</td>
<td>89.12</td>
</tr>
<tr>
<td>6</td>
<td>4931</td>
<td>90.73</td>
<td>88.67</td>
</tr>
<tr>
<td>7</td>
<td>4078</td>
<td>90.21</td>
<td>88.12</td>
</tr>
<tr>
<td>8</td>
<td>3421</td>
<td>89.45</td>
<td>87.67</td>
</tr>
</tbody>
</table>
Table 2. Statistical results of Random Forest and Logistic Regression algorithms. Mean accuracy value, standard deviation and standard error mean for Random Forest and Logistic Regression algorithms are obtained for 10 iterations. It is observed that the Random Forest (90.70%) algorithm performed better than the Logistic Regression (88.37%) algorithm.

<table>
<thead>
<tr>
<th>Algorithms (Accuracy)</th>
<th>Sample (N)</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Standard Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest algorithm</td>
<td>10</td>
<td>90.70</td>
<td>1.44</td>
<td>0.458</td>
</tr>
<tr>
<td>Logistic Regression algorithm</td>
<td>10</td>
<td>88.37</td>
<td>1.53</td>
<td>0.485</td>
</tr>
</tbody>
</table>

Table 3. The Independent sample t-test of the significance level Random Forest and Logistic Regression algorithms results with a statistically significant difference between the two groups (p=0.047; p<0.05). Therefore both the Random Forest and the Logistic Regression algorithms have a significance level less than 0.05 with a 95% confidence interval.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Levene's Test for Equality of Variances</th>
<th>T-test of Equality of Means</th>
<th>95% of the confidence interval of the Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>Sig.</td>
<td>t</td>
</tr>
<tr>
<td>Equal Variance Assumed</td>
<td>0.116</td>
<td>0.047</td>
<td>3.489</td>
</tr>
<tr>
<td>Equal Variance Not Assumed</td>
<td>-</td>
<td>-</td>
<td>3.489</td>
</tr>
</tbody>
</table>
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Fig. 1. Comparison of accuracies of Random Forest Training (Poisonous in Red dots and Eatable in Green dots) across the samples

Fig. 2. Comparison of accuracies of Logistic Regression (Poisonous in Red dots and Eatable in Green dots) across the samples.
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Comparison of accuracies of Random Forest and Logistic Regression across the Samples

Fig. 3. Result of eatable mushroom classification using RF (92.84) and LR (90.57) across the samples.

Fig. 4. Comparison of Random Forest Training algorithm and Logistic Regression in terms of mean accuracy. The mean accuracy of Random Forest Training is better than Logistic Regression and the standard deviation of Random Forest Training is slightly better than Logistic Regression algorithm. X-axis: (GROUPS) Random Forest Training vs Logistic Regression algorithm and Y axis: Mean accuracy of prediction ±2 SD.