Prediction of Insufficient Accuracy for Mushroom Classification whether Poisonous or Eatable Food using K-Nearest Neighbour by comparing Naive Bayes Training to Improve Accuracy
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Abstract

Aim: The main objective of the research study is to improve the good quality production for the better accuracy of eatable or poisonous mushrooms. It ought to be checked for consumable mushrooms. Exact assurance and appropriate distinguishing proof of species are the main safe approach to guarantee that the eatable mushrooms are poisonous, and defend against potential mishaps of burning through harmful one. Materials and Methods: The review utilized 51 samples with two groups of calculations with the G-power wor th of 80% and the Mushroom were collected from different web sources with late review discoveries and edge 0.05%, certainty span 95% mean and standard deviation. To anticipate the Mushroom exactness rate for currently the Naive Bayes Training calculation has found 89.84% of precision, therefore this study needs to find better accuracy for accuracy decrease prediction with the Novel K-Nearest Neighbour (KNN) algorithm, Machine Learning calculation. Results: This exploration concentrated on finding 86.04% of precision for noxious identification utilizing the KNN calculation with a statistically significant difference between the two groups (p=0.011; p<0.05) with 95% confidence interval. Conclusion: This review reasons that the KNN calculation on exactness is essentially better compared to the Naive Bayes Training calculation.
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INTRODUCTION

Every year, mushroom poisoning kills or affects a large number of individuals all around the world. A person’s most valuable asset is his or her health. Keeping this in mind, we’ve put together a quick overview of mushroom poisoning research. The term mushrooms has been diversely portrayed by a couple of makers. They are the substantial, fungus bearing fruiting combinations of developments, which usually appear over the ground after storms. They are for the most part fill in forest areas seeing someone on woody bits of trees either as parasite, saprophyte or as symbionts in the dirt (Engel 2019). Mushrooms and parasites generally speaking are non-green animals lacking chlorophyll (Lima et al. 2021). They can’t make their own food from essential inorganic materials, like water, carbon dioxide, and nitrates, using energy from the sun. The signs of mushroom hurting can vacillate from slight nausea/vomiting (Jane 2021), regurgitating to death (Taylor 2021). If we eat our favourite mushroom without first determining if it is edible or Poisonous, we risk death.

This research related work was presented and published in more than 41 indexed journals. Every year Data is doubled, however all of the beneficial statistics appears to be decreased. Area of data mining has arisen over decades to be able to cope with the problem. It has now no longer grown to be the most effective and vital studies area, however it has additionally grown to be one with a massive capacity in the actual world. The Multilayer Perceptron is a modeling and forecasting device that makes use of a neural community to version your information (Lintas et al. 2017). It may be used to categorize styles or to expect values out of your information. Because it makes use of a supervised learning technique, it calls for your information to incorporate goals for education in the community. Classification is one of the obligations accomplished via the information mining process (National Research Council et al. 2015). It is classified as one of the prediction strategies for a massive hidden information.
A version produced via information education has to have the ability to differentiate the class of a brand new information mushroom in those families (Tesoriero 2018). Mushroom, Agaricaceae, belongs to participants of a circle of relatives of fungi with gills (Charles 2020). It is constantly classified into two groups; suitable for harmful or not. The time period mushroom is constantly used to consult suitable for eatable species, even as the time period toadstool is used for poisonous species. However, the toadstool is constantly changed via means of poisonous mushrooms (Orywal et al. 2021).

Our team has extensive knowledge and research experience that has translate into high quality publications(Bhansali et al. 2021; Jyanth et al. 2021; Sudhakar, Ravel, and Perumal 2021; Sathiymoorthi et al. 2021; Deepanraj et al. 2021; Raju et al. 2021; Arun Prakash et al. 2020; Kamath et al. 2020; Shamnumag et al. 2021; Rajasekaran et al. 2020; Adhinaranayan et al. 2020; Rajesh et al. 2020; Aurtherson et al. 2021). The research gap has been identified that the poisonous prediction is not done for several varieties of mushroom species, at the same time regional plantations are not considered. Hence the aim of this study is to increase the accuracy of predicting the likelihood of poisonous or eatable mushrooms and improve the prediction model using the K-Nearest Neighbour.

**MATERIALS AND METHODS**

This exploration study was completed at the Machine Learning Laboratory, Department of Computer Science and Engineering, Saveetha School of Engineering, Saveetha Institute of Medical and Technical Sciences, Chennai. This examination concentrates on utilizing two groups of arrangement calculations utilized for the review. Group 1 and Group 2 are the KNN calculation and the Naive Bayes Training calculation respectively (Jyothi et al. 2020). Each sample size was anticipated utilizing the G power device with rendition and bringing about 51 sample sizes with 80% of G-power esteems and the limit two followed critical worth is set to 0.05 and the certainty stretch as 95%. The mushroom dataset which is to be credited for the proposed work is collected from kaggle.com, one of the more well known web-based networks for information researchers and Machine Learning experts (Ilias and Georgios 2019).

The Mushroom harmful or not dataset is to be imputed for the proposed work is collected from kaggle.com, one of the more popular online communities for data scientists and data mining practitioners. It allows users to search and find different datasets that they require. The dataset used here consists of 14 attributes and contains 12 features that can be used to predict mortality by harmful or not mushrooms. The mushrooms dataset has 5125 rows which consists of data for the symptoms that are related to poisonous which also includes duplicate, null and missing values.

K-Nearest Neighbour falls under the category of supervised algorithms. KNNs can be used for both classification and regression. In the classification KNN the decision variable is categorical. For implementing a KNN, the cost function used to evaluate the binary splits called the Gini Index should be calculated. The split creation is done with help of calculating the gini score, splitting the dataset and evaluating the all splits and this is done by creating a root node. It can start building the tree by first deciding when to stop of the growth of the tree by creating the terminal node by setting the maximum tree depth and second, by using recursive splitting. The terminal node is used for the final prediction and recursive splitting is a method used to build the tree. The help has been picked on the grounds that it addresses a structure both intriguing from an Machine Learning point of view and from an implanted frame works viewpoint. A Novel K-Nearest Neighbour is a direct or non-straight classifier, which is a numerical capacity that can recognize two various types of items. These articles fall into classes, which isn't to be confused with a Python class Training a KNN can be shown with the accompanying pseudo code.

**Pseudocode of the KNN algorithm**

Inputs : Determine the various training and test data.  
Outputs: Determine the calculated accuracy.  
Select the optimal value of poisonous and eatable for KNN.  
while(stopping condition is not met)do  
    Implement KNN train steps for each data point.  
    Implement KNN clasify for testing data points.  
end while  
Return accuracy  

The following pseudocode is for the Naive Bayes algorithm to apply on the mushrooms dataset and also works with the tree model. The pseudocode will take the datasets as input and the final output of the pseudocode will be sent through the parameters Accuracy and the classification.
Pseudocode of the Naive Bayes Training algorithm
Step 1: Initialize all parameters (θ, B, etc.)
Step 2: Calculate (predict) dependent variable (h(x))
Step 3: Calculate poisonous function (poisonous(h(x), y))
Step 4: Calculate gradient for poisonous function
Step 5: Update all parameters
Step 6: Repeat steps 2 to 5.

Statistical Analysis
At last, the outcomes collected from the collecting one and collecting two calculations will be applied utilizing Statistical Package for Social Sciences (SPSS) with adaptation 26 (Rajathi and Chandran 2019). The autonomous example t-test was performed to analyze the exhibitions of the Naive Bayes Training and Novel K-Nearest Neighbour calculations. The independent variable is the forest attribute in the dataset and other twenty attributes such as odor, population, bruises etc are dependent variables for our study for mushroom prediction.

RESULTS
The K-Nearest Neighbour algorithm and Naive Bayes algorithm are compared with 51 samples by applying various 70% of training and 30% of testing datasets by varying the number of records of the dataset and the outcomes are depicted in Table 1 and the dataset consists of 100 rows where the accuracy of both the KNN and Naive bayes algorithm are obtained for 10 iterations. It is observed that the Novel K-Nearest Neighbour algorithm is significantly better than the Naive Bayes Training algorithm. From Table 1, the statistical analysis of KNN Algorithm and Naive Bayes. Mean accuracy value, Standard deviation and accuracy for KNN and Naive Bayes algorithms are obtained for 10 iterations. It is observed that the KNN algorithm performed better than the Naive Bayes algorithm. From Table 2, the Independent sample t-test for significance and standard error are determined. By statistical analysis KNN gives 1.42 standard deviation with 0.45 standard error and Naive bayes gave 4.12 standard deviations with 1.306 standard error the significant value is less than 0.5 that shows the proposed work gives better results.

In Table 3, observed after performing statistical analysis of 10 samples, KNN obtained 5.82 standard deviations with 1.38 standard error while the Naive bayes algorithm obtained 5.82 standard deviations with 1.38 standard error. The statistically significant difference between the two groups (p=0.011; p<0.05) showed that our hypothesis holds a good value. For changes in the input values (independent variable) the corresponding output values are changed (dependent variables).

The independent sample t-test was used to compare the accuracy of two algorithms and a statistically significant difference was noticed with p<0.05. The KNN model obtained 89.6% accuracy. When compared with the other algorithm’s performance, the proposed KNN classifier achieved better performance than Naive Bayes.

DISCUSSION
In this article, we proposed a modified mushroom destructiveness unmistakable evidence method. The KNN strategy proposed by Zhou has an affirmation Accuracy of more than 98% with statistically significant difference between the two groups (p=0.011; p<0.05). Taking into account the incredible precision essentials, we separated three model plan models. Vital backslide yielded collecting results by looking at the reasonable components essential to perceive noxiousness. The exactness of the KNN technique is better than that of determined backslide. Appearing differently in relation to KNN and determined backslide, KNN achieved better results similar to precision. Therefore, KNN is a nice technique for normally recognizing whether a mushroom is harmful (Beaufront 2019).
Different typical mushroom toxicity affirmation procedures are as of now being utilized. These procedures use different responsibilities for choosing toxicity, yet they have different cutoff points, similar to low precision, unsuitable acknowledgment of dark toxic substances, the prerequisite for an extreme exploratory environment, and sufficient master data and complex test testing strategies. To avoid the constraints of these systems and apply them to little model data assessment, we used Data Mining. Rather than significant neural associations, which require mind blowing effort in hyperparameter tuning, KNN is much less difficult to get ready and can be applied to different sorts of data in different regions. The KNN estimation partakes in the going with benefits: (1) it has a fundamental plan; (2) it will in general be applied to datasets of different sizes; (3) the testing strategies and dealing with are direct; and (4) for our preliminaries, mushroom harmfulness is seen quickly. Component based learning and iterative classifiers in the KNN procedure have the best presentation among the three systems for data mining or machine learning used in this article. This customized ID procedure is suitable for nonprofessional conspicuous confirmation and for dark mushroom assortments (Gupta 2016).

Among the three data mining strategies, Novel K-Nearest Neighbour yielded the best accuracy. In any case, the robustness of the classifier ought to be improved. An avocation for this good may come from the setback of components, the component checked stem-surface-above-ring, or it may come from the real estimation (Gupta 2016). In like manner, further creating trustworthiness is a first concern when endeavoring to deal with the precision of the classifier. Since Novel K-Nearest Neighbour can be used for different kinds of datasets and affirmation reliant upon picture features is more useful than with various classifiers, this strategy for perceiving whether a mushroom is poisonous can be contacted. Regardless, there is at this point no dataset of mushroom poisonous or eatable (Peng et al. 2020).

CONCLUSION

The main aim of the study is to measure the accuracy in the classification of mushrooms data. This research study applied the KNN algorithm for detection of mushrooms poisonous or eatable achieved have been compared with the Naive Bayes Training algorithm. The results obtained show that the KNN algorithm has found 88.54% of accuracy on mushrooms data than the 82.72% of the Naive Bayes Training algorithm.
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Table 1. Comparison between KNN and Naive Bayes Bayes algorithm with N=10 samples of the dataset with the highest performance of 90.57% and 89.87% in the sample (when N=1) using the dataset size = 100 and the 70% of training and 30% of testing data.

<table>
<thead>
<tr>
<th>Sample (N)</th>
<th>Dataset size / Rows in %</th>
<th>KNN algorithm Accuracy in %</th>
<th>Naive Bayes algorithm Accuracy in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>90.57</td>
<td>89.87</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>90.09</td>
<td>89.23</td>
</tr>
</tbody>
</table>
Table 2. Statistical results of KNN and Naive Bayes Bayes algorithms. Mean accuracy value, standard deviation and standard error mean for KNN and Naive Bayes Bayes algorithms are obtained for 10 iterations. It is observed that the KNN (90.57%) algorithm performed better than the Naive Bayes Bayes (89.87%) algorithm.

<table>
<thead>
<tr>
<th>Algorithms (Accuracy)</th>
<th>Sample (N)</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Standard Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN algorithm</td>
<td>10</td>
<td>88.54</td>
<td>1.42</td>
<td>0.45</td>
</tr>
<tr>
<td>Naive Bayes Bayes algorithm</td>
<td>10</td>
<td>82.72</td>
<td>4.12</td>
<td>1.306</td>
</tr>
</tbody>
</table>

Table 3. The Independent sample t-test of the significance level KNN and Naive Bayes Bayes algorithms results with a significant value (p=0.011). Therefore both the KNN and the Naive Bayes Bayes algorithms have a significance level less than 0.05 with a 95% confidence interval.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Levene’s Test for Equality of Variances</th>
<th>T-test of Equality of Means</th>
<th>95% of the confidence interval of the Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>Sig.</td>
<td>t</td>
</tr>
<tr>
<td>Equal Variance Assumed</td>
<td>7.94</td>
<td>0.011</td>
<td>4.21</td>
</tr>
<tr>
<td>Equal Variance Not Assumed</td>
<td>-</td>
<td>-</td>
<td>4.213</td>
</tr>
</tbody>
</table>
Fig. 1. Comparison of accuracy percentage of KNN (Poisonous in Red dots and Eatable in Green dots) across the samples.

Fig. 2. Comparison of accuracy percentage of Naive Bayes (Poisonous in Red dots and Eatable in Green dots) across the samples.

Fig. 3. Result of eatable mushroom classification using KNN (92.84) and Naive Bayes (89.87) across the samples.
Fig. 4. Comparison of KNN algorithm and Naive Bayes Training in terms of mean accuracy. The mean accuracy of KNN is better than Naive Bayes Training and the standard deviation of KNN is slightly better than Naive Bayes Training algorithm. X-axis: (GROUPS) KNN vs Naive Bayes Training algorithm and Y axis: Mean accuracy of prediction ±2 SD.