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Abstract

Aim: The aim of this paper is to improve Accuracy in Disease prediction using symptoms by a novel multilayer perceptron classifier in comparison with the naive Bayes algorithm. Materials and Methods: Novel Multilayer perceptron classifier and naive bayes algorithm sample size (N=10) to predict the accuracy percentage of predicted disease. G-power is calculated for two different groups, alpha (0.05), power (80%). Results: Based on the measurement of data, Statistical Analysis and independent sample T-test, it shows that there is a statistically insignificant difference between the two study groups with value p=0.212 (p> 0.05). It was observed that the novel multilayer perceptron algorithm obtains an accuracy of 95%. It appears to have better accuracy than the naive Bayes algorithm (92%). Conclusion: The results prove that novel multilayer perceptron algorithm approaches with varied seed value have significant improvement in disease prediction using symptoms.
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INTRODUCTION

The goal of this study is to create a disease predictor system which enables users to enter their symptoms and by using various machine learning algorithms which are used to predict disease (Hamsa Gayatri and Vigneshwaran 2021). In today’s world the challenges faced by people who seek health information online have increased and there is a huge demand for health treatment and recommendation systems. Advancement of machine learning has been effectively being used in the healthcare and biomedical field. To extract valuable bits of data from the predefined information in medical services networks (Rani and Tiwari 2020). In this project a user interface has been created with all labels and fields and users are expected to enter their symptoms and finally with the help of different machine learning algorithms diseases with the highest probability are chosen and displayed to the user (Kumar 2021). Database has been developed using sqlite3 it is used to store details of users like the name of the user, predicted diseases and which algorithm is used. Main advantage of using this database is to store medical history of users which helps them in future medical purposes (Harish and Gayathri 2019).

There are around 22 IEEE papers and 14 Google scholar papers which have been published over the past 5 years (Goel et al. 2019). As the advancement of technology is rapidly increasing day by day machine learning approaches seem to have better results in healthcare and biomedical fields which analyze huge amounts of data and predict patterns. (Dahiwade, Patle, and Meshram 2019). Nowadays due to various climatic changes people are getting affected by various types of disease which affects results in a huge amount of data being produced every year. Machine learning algorithms like CNN were used and got higher accuracy than the KNN algorithm (Sneha.R, Monisha.S, and Nandini.S 2020). This paper deals with machine learning algorithms techniques to provide the most probable disease occurrence based on symptoms. And predicted disease is based on this dataset provided when data is more accurate and perfect results will be more effective. (Grampurohit and Sagarnal 2020). A disease prediction system has been developed and machine learning algorithms like decision tree, naive bayes...
and random forest are used to predict diseases which have an accuracy of 95%. Our team has extensive knowledge and research experience that has translate into high quality publications(Bhansali et al. 2021; Jayanth et al. 2021; Sudhakar et al. 2021; Sathiyamoorthi et al. 2021; Deepanraj et al. 2021; Raju et al. 2021; Arun Prakash et al. 2020; Kamath et al. 2020; Shanmugam et al. 2021; Rajasekaran et al. 2020; Adhinarayanan et al. 2020; Rajesh et al. 2020; Autherson et al. 2021).

By our top to bottom examination, the results conclude that expectations done before didn't utilize a huge dataset. A huge dataset guarantees better expectation. Additionally what it needs is a suggestion framework (Shetty et al. 2017). Accuracy and predicted diseases are at least effective. Our proposed system has overcome these problems by providing better accuracy than the existing system by using the MLP algorithm.

Materials And Methods

This research work was performed in the OOAD Lab, Department of Computer Science and Engineering, Saveetha School of Engineering, Saveetha Institute of Medical and Technical Sciences, Chennai. Basically it is considered that two groups of classifiers are used, namely novel multilayer perceptron classifier and decision tree. Group 1 is a novel multilayer perceptron algorithm with sample size of 10 and Guassian naive bayes is group 2 with sample size of 10 and they are compared for a more accurate score for choosing the best algorithm. Pre-test analysis has been prepared using clinical.com by having a G power of 80% and threshold 0.05% And a total of 20 samples in which standard deviation of MLP is .92660 and naive bayes is .67035 (Kumar 2021).

Multilayer Perceptron

MLP is a form of feed-forward neural network model that maps a set of input data to an appropriate result. It consists of several layers of nodes in the form of directed graph, where each layer is fully connected to the next one except for the input data where each node is a neuron which collides with a non-linear activation function. It uses supervised machine learning techniques. It is also called a standard linear perceptron.

Algorithm for MLP

Step 1: Load the dataset.
Step 2: Inputs are pushed through MLP which takes a dot product between the input layer and hidden layer.
Step 3: It utilizes activation functions which are calculated at each layer.
Step 4: Calculated values are put together through any of the activation functions.
Step 5: Move the other layer in the MLP and repeat Step 1.
Step 6: Repeat steps 3 and 5 until the output layer is reached.
Step 7: Once it reaches the output layer, the calculations use a back propagation method which corresponds to activation functions.
Step 8: Finally decisions will be made based on the output.
Step 9: End.

Gaussian Naive Bayes

The Naive Bayes algorithm is a set of algorithms that are dependent on the naive bayes theorem. They all follow the same principle: each pair of forecasts is independent of the other. This is one of the supervised machine learning approaches. It also assumes features which make an equivalent and independent impact to prediction. It includes a high-dimensional dataset which results in accurate results. In this project the naive Bayes algorithm predicts disease based on probability of disease in a training dataset. One of the important characteristics of naive bayes is that it can be used in real world problems and it has parallel performance with the decision tree algorithm.

Algorithm for naive bayes

Step 1: Analyze the training dataset T first.
Step 2: Calculate the mean and standard deviation of the predictor variables for each class.
Step 3: Using the gauss density equation, calculate the probability of fi in each class. Continue to
Step 4: Continue until all predictor variables (f1, f2, f3, f4, f5, f6, f7, f8, f9) have had their probabilities computed. And then do it again.
Step 5: Calculate the likelihood for each class.
Step 6: Make the most of your opportunities.
Step 7: Last but not least, the class with the highest probability must be chosen.

Data collection for this research has been taken from a study of the University of Columbia performed at New York Presbyterian Hospital during 2004. Testing setup for this research has all the components to do our test process. It has 2 types of configurations, Hardware configuration, and Software configuration. Hardware configurations include Intel core i3 5th generation processor, 8 GB RAM (Random Access Memory), 64-bit Windows OS. And software configuration includes Windows OS.
Statistical Analysis

IBM SPSS version 21 was used to conduct the analysis. It's comparable to a statistical tool for data analysis. 10 iterations with a maximum of samples obtained were used to compare the MLP and Naive Bayes algorithms, and the estimated accuracy for each iteration was documented for predicting correct accuracy. Symptoms are the dependent variables, while illness kinds are the independent variables. Finally, an independent sample T-test was used to determine the value acquired from these iterations and a graph was plotted to know the exact difference between MLP algorithm and naive bayes algorithm (Kumar 2021).

Results

Table 1 Shows statistical difference between novel multilayer perceptron algorithm and decision naive bayes algorithm. Due to this importance of uniformity of fluctuation, the likelihood esteem expresses that outcomes in this examination exertion are huge and connected with one another, this table exhibits distinction in exactness of both MLP and naive bayes. Accuracy comparison of MLP and Gaussian naive bayes algorithms is shown in Table 2. Results of this independent sample t-test are shown in Table 3. It is found that mean accuracy for MLP is 95.11 % and that of naive bayes is 92.12% with a standard deviation of .34464. Figure 1 shows graphical representation between the two algorithms. Graphical representation of the bar graph is plotted using groupid as X-axis novel Multilayer perceptron and naive bayes. Y-Axis displaying the error bars with a mean accuracy of detection +/- 1 SD.

Discussion

Here is a framework which can anticipate infection based on manifestations given to it. Such a framework can diminish this surge at OPDs of emergency clinics and decrease some responsibility on clinical staff. (Islam et al. 2021). Normally accomplished an exactness of ~95%. Making this framework additionally an approach to storing the information entered by users in this data set which can be utilized in future to help in making a superior rendition of such a framework. Our framework additionally has a simple to use interface. It additionally has a different visual portrayal of information gathered and the results accomplished using the sqlite3 database. (Mohan and Jain 2020) It was observed that there are many possible ways to explore this research on disease prediction and future scope is to use several machine learning algorithms and artificial neural networks which can be used to improve accuracy. Using several machine learning algorithms to predict disease based on symptoms, there is demand in this current market where people worried about diseases can simply use this system and predict disease which helps them rushing to hospitals and waiting for doctor arrival. (S et al., 2020) As the emergence of big data in the healthcare and biomedical field has been rapidly increasing. An accurate study of data is required in order to give accurate results. As there are different symptoms for different diseases, prediction may result in inaccuracy. In order to provide efficient results machine learning algorithms are used and have an accuracy of 94% which is better than the existing algorithms (Kumar 2021). These results are used to predict the probability of diseases. This research deals with prediction of heart disease through machine learning modes which provide accurate results (Gupta, Sachdeva, and Dohare 2021). Comparative analysis has been done by using various machine learning, deep learning and artificial neural networks models where most of the prediction models are based on machine learning where accuracy of 98% is obtained in this model and data mining gives accuracy of 92.1% and fuzzy gives 93.27%. (Goel et al. 2019) Heart disease patients are increasing day by day there is a need for predicting such attacks. This ensemble model consists of SVM, ANN and decision tree to predict attack and can be used to get higher accuracy than the algorithms individually used (Wenxin 2020). The limitations for this project is that the existing system currently deals with less data related to both symptoms and diseases which may result in partial disease prediction. The future scope of this project is to collect more information related to symptoms and their probable diseases which results in accurate prediction of diseases.

Conclusion

Prediction of disease using symptoms has been successfully developed. Current study focused on different machine learning algorithms like Multilayer perceptron algorithm and naive bayes algorithm where the outcome of this study proved that Multilayer perceptron algorithm has higher accuracy of 95% than naive bayes algorithm of 92%.
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TABLES AND FIGURES

Table 1. Comparing accuracy of the values between the multilayer perceptron algorithm and the decision tree algorithm with sample size n=10. Accuracy of MLP (94.61) and naive bayes (91.31).

<table>
<thead>
<tr>
<th>Sample(N)</th>
<th>Multilayer Perceptron</th>
<th>Naive Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>94</td>
<td>91</td>
</tr>
<tr>
<td>2</td>
<td>95</td>
<td>90</td>
</tr>
<tr>
<td>3</td>
<td>95</td>
<td>92</td>
</tr>
<tr>
<td>4</td>
<td>93</td>
<td>90</td>
</tr>
<tr>
<td>5</td>
<td>95</td>
<td>92</td>
</tr>
<tr>
<td>6</td>
<td>94</td>
<td>91</td>
</tr>
<tr>
<td>7</td>
<td>94</td>
<td>90</td>
</tr>
<tr>
<td>8</td>
<td>93</td>
<td>91</td>
</tr>
<tr>
<td>9</td>
<td>95</td>
<td>90</td>
</tr>
<tr>
<td>10</td>
<td>93</td>
<td>91</td>
</tr>
</tbody>
</table>

Table 2. Showing group statistics, the Multilayer perceptron algorithm with naive Bayes algorithm by grouping iterations with sample size 10, got a mean 94.6190, standard deviation .92660 and standard error mean .29302. Descriptive independent sample test of accuracy and precision is applied for this dataset which is in SPSS. And here it specifies Equal variances with and without assuming a T-Test Score of two groups with each sample size of 10.

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>10</td>
<td>94.6190</td>
<td>.92660</td>
<td>.29302</td>
</tr>
<tr>
<td>RF</td>
<td>10</td>
<td>91.3120</td>
<td>.67035</td>
<td>.21198</td>
</tr>
</tbody>
</table>

Table 3. Independent Samples T-test MLP shows significance value achieved is p=0.212 (p>0.05), which shows that two groups are statistically insignificant and mean difference is 3.30700 with standard error difference of .36166.

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Assumptions</th>
<th>F</th>
<th>sig.</th>
<th>t</th>
<th>df</th>
<th>sig.(2-tailed)</th>
<th>Mean Difference</th>
<th>Std. Error Difference</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
</table>
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<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Equal variance assumed</th>
<th>1.67</th>
<th>.21</th>
<th>9.14</th>
<th>18</th>
<th>.000</th>
<th>3.30700</th>
<th>.36166</th>
<th>2.54719</th>
<th>4.06681</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Equal variances not assumed</td>
<td>9.14</td>
<td>4</td>
<td>16.39</td>
<td>5</td>
<td>.000</td>
<td>3.30700</td>
<td>.36166</td>
<td>2.54719</td>
<td>4.07218</td>
</tr>
</tbody>
</table>

Fig. 1. Comparison of mean accuracy of multilayer perceptron algorithm and naive bayes it has been shown that there is slight difference between two algorithms and the multilayer perceptron has more accuracy than the naive bayes. Graphical representation of bar is plotted were group id represents X-axis labels and the mean accuracy in Y-axis displaying the error bars with a mean accuracy of detection +/- 1 SD.